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Abstract
diagnosis of analog fully differential circuits embedded
mixed-signal microsystems is presented. The measmne
procedure is realized by the internal resourcesthef
microcontroller. The real and imaginary parts ¢ thutput

- A new Built-In-Self-Test scheme for and the data that best match the test circuit’'ssomesnent

data, determine the faulty component.

2.1. Testing with the common-mode excitation
As an example of testing with the common-mode

differential voltage are measured with common-modeycitation, let us consider the fully different@eliyannis-

excitation of the circuit under test (CUT). The ghasis
procedure is based on the fault dictionary stomecdhie
memory of the microcontroller. The dictionary iated in
polar coordinates during the design of the system.

Keywords BIST, fault diagnosis, fully differential
circuits

1. INTRODUCTION

Built-In-Self-Test (BIST) technique is very attragt to
overcome the problems of testing embedded analocksél
to which external accessibility through the prima® is
limited. They reduce the need of external testipgrioving

ATE functions to the chip or board. Usually the BIS

technique provides go/no-go testing. In the paper
consider a BIST scheme with functionality extenttedault
diagnosis.

The architecture of the circuit under test (CUT fubly
differential. Such a solution has been very poputathe
design of filters, A/D converters etc. because ainymn
advantages. Due to the inherent redundancy withi
circuit structure, fully differential circuits aralso easily
testable.

In [1] a fault-oriented testing method for

excitation of the CUT is proposed. It is shown thia¢
method is superior in test quality over the presigu
reported one that exploits a differential-mode &tmn.

In order to extend the method to fault localizaties use
a pattern-matching approach which is known as faalt'
dictionary”.

2. FAULT DICTIONARY APPROACH

The fault-dictionary approach first determines @i&T
responses that are likely to occur, given the gdted
faults. The simulated circuit responses make up féudt
dictionary. During testing, the measurement date
compared against the responses from the faultodiaty
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fully
differential circuits which employs the common-mode

Friend band-pass filter shown in Fig. 1.

Fault detection is performed by applying excitat&the
reference input of the output common-mode voltagd a
with both inputs grounded, as shown in Fig.1. I$ the@en
shown in [1] that such test architecture gives Itesu
equivalent to testing the transfer functiopcGThis function
relates the output differential voltage to the inpammon-
mode voltage [2]. The measured output different@tage
is theoretically zero in the case of a fault-fregnimetrical)
circuit under test and become non-zero if the sytrymis
violated by a faulty component.
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Fig. 1. Example of the tested analog part — fdifferential
implementation of the band-pass Deliyannis-Frigtterf

The nominal values for R11, R12, R21, R22 are [1130
Q, 4480Q, 113@2, 4480Q)], respectively, all the capacitors
have the same value C11-C22 = Qg. The filter was
realized on the basis of the Texas Instruments ZHH op-
amp.

Several factors have contributed to making analog
circuits fault diagnosis a technical challengestfof all the
problem of tolerance. Due to manufacturing toleesnche

arresponses of the CUT show statistical distributeord a
residual differential voltage is generated evenmhe faults
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occur. It is necessary to apply a detection thresho
differentiate between faulty and fault-free respgms
selected properly with the aid of tolerance analysi

2.2. Edimation of manufacturing process-induced
defect level

In [3] a probabilistic model of performances of GET
has been derived. The probability distribution fime (pdf)
of magnitudez of the residual voltage has the form:

22
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wherex, y are the real and imaginary parts of the residual

voltage, oy ,0y are the respective standard deviations,

the correlation coefficient betweenx and v,
2 2 2 2
_Oxtoy [ _Ox-o0y __ T
a= 2 2 ' 2 2 7T '
2050y 2050y Oy 0Oy

I, — the modified Bessel function of the first kinadazero-
th order.
The parameters of distribution (1)oy,0y, r can be

evaluatedperforming the expansion of the network function
of interest using Taylor series expansion aroured ghint
that represents the mean values of components al
truncating the Taylor series after the first partiarivatives
[1]. For example, assuming 1% component toleramdés
uniform distribution and frequency of testing signa
equivalent to the center of the frequency respafsthe
filter, we obtain:o, = 855mV, o, =10.77mV and r = 0.
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Fig. 2. The manufacturing process induced deéaatllversus
specification limit of G and component tolerances

The pdf (1) was applied for
manufacturing process induced defect level (1-yjeic.,
the likelihood of the CUT exceeding a given speaitfion
limit due to manufacturing tolerances. An appro&oh
estimate the probability of a specification viotatiis to
integrate the tail of pdf (1) outside the speciiima limit of
Gpc as follows:
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estimation of the

1_Y(GD(:spec) = j:o f,(2)dz (2)

DCspec

The plots of calculated tail probability due to quonent
tolerances from the range of 0,5% - 2%, versusifipeton
limits of Gpc, are presented in Fig. Bor tight specification
limit, the number of circuits failing to meet tHimit is high,
resulting in a low yield. For wider specificatiomlt, the
number of failing circuits decreases, which resintkigher
yield but the less competitive the product in tharket. For
specification limit Gespec = 0.044 VIV the integral (2)
evaluates to 1-Y(Grspec) = 77 ppm.

2.3. Determination of the value of the fault detection
threshold Up .

We need to find the fault detection threshaldséparate
the faulty circuits from the fault-free ones. The/TCtest is
subject to measurement uncertainty that causesigkeof
taking the wrong decision, which results in highiefect
level. The test related defect level, is the prdbgbof
passing a defective device to the customer. Inrotde
guarantee low test related defect level, the gbarttd that
needs to account the variation of the measuremestltr
{ﬁiuced by noise, must be applied during the fdetection

esholdU, ¢, determination. Tightening the fault detection
threshold will lead to lower the defect level busaato
higher the test yield loss (Fig. 3). The data foalgsis was
obtained from a probability framework for evaluatiof test
quality metrix presented in [1], which is based the
probabilistic model of performances of the CUT &hd a
probabilistic model for measurement process propdse
Rossi [4]. Many authors suggest that the low delfeet| is
more important than the low yield loss because itileast
ten times more expensive to ship a bed circuit than
discard a good one.

Test defect level and yield loss [ppm]

41
Fault detection threshold [mV]

Fig. 3. Test defect level and yield loss versesd#tting of the

fault detection threshold (for the standard degratf
measurements =2 mV)

For 1 V amplitude of the testing signal and theuas=d
standard deviation of measurements=2 mV, the fault
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detection thresholt,  should be set at 41 mV, to obtain at
least 3 mV guard band. This guard-band reducedeie
related defect level to 2 — 3 ppm, and increasesest yield
loss to 300 ppm.

2.3. Thefault dictionary

The fault dictionary has the form of a family of
identification curves in polar coordinates geneatatey
carrying out a Monte Carlo simulation on a PC. Webard
to the limited size of the memory, the fault diotoy should
have the smallest possible size. For the assumugk raf
variability from 0.1% ,om t0 10X nom( X nom — the nominal

{ A, =sin(g,) (A eodg) - codg,) TA Bin(g) (5)
A, =sin(g,) A [todg) - codg,) ™A Bin(@)
Setting
Vv, = A E:OS(Q) W = A E‘tin( ) (6)
the relationships (5) can be transformed to thenfor
{ A= Sin(%) w; - COS(%) (W (7)
A, = Sin(%) W - C05(¢?2) W

After transformations we obtain the following edaas for

value of thei-th component), the values of components arggjues ofv; andw;:

chosen using the log space function. Finally theltfa
dictionary is converted into the file with the fulbde of a
program, compiled to a HEX file and placed in tlmegoam
memory of the microcontroller in the ISP mode.

Fig. 4. Localization belts of the tested analog (f&ig. 1) for 1%
component tolerances

The fault dictionary contains descriptions of all
localization belts shown in Fig. 4. From Fig. 4sitseen that
in the polar coordinates eadhth belt has the shape of a
semicircle. Hence, it can be described by the ntadeiA
and the phase fulfilling (3)

2= A in(p-q) 3)

where ¢,¢) are coordinates of the point in the polar
coordinate system.

The valuesg and A; are determined from two points
(@1, Ap) and @, Ai2) generated for two values of theh
component during simulation of the tested analogudt.

Basing on (3) and these points we can write the

following relationships:

{Al =A E“;in(qlh _W)
Az = A |—_$in(¢?2 _W)

Eq. (4) can be write out to the form:

(4)

_ Al 005(442) Az [CO{%) (8a)
5'”(%) reodg,) - cod) Bin(,)
_ Al S'n( 1) Av [Sin(ﬁz) (8b)
Sm(@l) E:OS(WZ) COS(%) Bin(¢?2)
Setting
A= coZ@) = arctarE\I’j] ©)

we obtain the formulae for the magnitutleand the phase
describing the-th belt:

A, [8in(g,) — A, 8in(@,)
cos@) {sin(g,) [Eos@,) - cos@,) ($in(@,))

A, Bin(@y) - A, 3in@,) ]
A, [£0s@,) - A, [eos@,)

The magnitudeéy, and the phaseg can be represented by
values V; andw; (see (9)). Thus basing on this fact we

eliminated expressions with the anglgg from the
localization condition which considerably simpldie
calculations executed during the self-testing psecélence,
V;, w; are indirect parameters describing itttk localization

belt.

The third parametey, describes the average width of the
i-th belt. A value of the parametegr depends on tolerance
values of no-faulty circuit components. E.g. ifues of the
component tolerance increase, the widths of altsbalso
increase. Hence, the following algorithm of the
coefficient determination is proposed:

In the first step of the algorithnM points with
coordinates ¥™, w™) m=1, ..,M representing two end
areas of thei-th localization belt in the indirect

(10a)

A:

(10b)

Q= arctarE

parameters space are generated using the Monte Carlo

method. The first end area (1", Wi01M}me1. M IS
generated for the 04 ., value of thei-th component,
the second one {o1", W01} me1.m for the 10X nom
component value.

Next, for these areas the following parameters ar
defined and determined:
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m

H m
mrzqa)hg {Vi ,0.1}_ min {Vi ,0.1}(1

ntt= max{

m=1,..M (11a)
mrllaig {wo.l} - mr:?mM {Winjo.lﬂ}
e = max{‘mqm{vi"lo}— mg;ipM{viqow, (11b)

maxfuri - min .}

Finally, we chose the maximum value which will be
represented the width of tieh belt:

7 = max{fho'ly/?ilo}

Hence, the full fault dictionary has the followirvgry
compressive formWa w, {V;, W, 77}i=1, .1}

The localization part of the fault dictionary fdwet circuit

from Fig. 1 is presented in Table 1. The detectant
consists of only one elemeldj, = 8[x5 mV].

(12)

Table 1. The fault dictionary for the circuit frdfig. 1.

Faulty v Wi n
component | [X5 mV] [X5 mV] [x5 mV]
R11 -200 200 6
R12 202 200 6
R21 200 -200 6
R22 -202 -200 6
C12 100 200 4
C11 -100 200 4
C22 -100 -200 6
C21 100 -200 4

The parameterga w, U, W, 77;, are converted to the form
compatible with the direct measurement result fafihe
microcontroller ADC with the internal voltage reface

3.1. The measurement procedure

CONTROL UNIT

TESTED

i..'\'
ANALOG PART 2
N
Fully differential o
implementation Uas ADC2 e m
ofthe band-pass  |L,_ ADCH Am&SG 10-hit ADC Q naﬁ
Deliyannis-Friend filter ADCqQ 2 UL,
o 16-bit TIMER n%
in
test /I T nai
stimulation youT =
SDATA  MOSI o
Sine Generator  ||SCLK SCK SP| interf
interface
ADY833 FSYNC 58
TEST SIGNAL
GENERATOR BLOCK

Fig. 5. Example of the electronic embedded systethne self-
testing mode of the analog part

Fig. 5 shows the electronic embedded system woriking
the self testing mode of the analog part. The anakrt is
stimulated by a programmable sinusoidal generaftie
input signal u,, is sampled by the ADC in moments
established by the 16-bit Timer 1 of the microcoltr [7]
similarly as in[8]. In the same way the output differential
signalu, is also sampled (Fig. 6). But, in this case theCAD
works in the Differential Gain Channels (DGC) mode.
Hardware possibility of sampling of differentialgaals by
the ADC significantly simplifies the BIST structuaad the
measurement algorithm, what is an advantage of this
solution.

It is seen from Fig. 6, that each signal is samplede
times, where time distances between samples arne sgte
fourth of the periodl. Time distances between samples for
subsequent signals are equal to a half of the ge¥\e can
say that it allows to sample all signals at the esanoments
in relation to beginning of sampling, because sampbf

Vret = 2.56 V. Hence, the microcontroller operates orthe next signal is shifted by a period. Samplinghef input

integer values, and what it is worth to underlitte ADC
results are directly used by diagnosis proceduvesat
simplifies calculations made during the fault détet and
localization.

3. SELF-TESTING OF THE ANALOG PART

signalu;, is needed to establish a random shift tifpef the
sampling series. The third sample of each signakéd for
elimination of the voltage offset. The first andceed
samples of the output differential signal are used to
calculate its reat, and imaginary, parts and its magnitude
Ua.

200

The self-testing procedure of the analog part af th 2007 Y=y sy ey
system is run by the control unit (represented hg t % 2
microcontroller). The control unit together witls iinternal ~ £'%7 IS A W S R
measurement devices (ADCs, timers) creates th= : Uj,z/ ‘ ‘ . ‘
reconfigurable BIST [5, 6]. It consists of two stag the % 2000 aoo0|  ®0n B00 1000 12000 7adi0 16000
measurement procedure using the internal ADC trighy 00— e
the internal timer of the microcontroller to measuthe 5 1“2.2
magnitude and the phase of the differential ouyoltge of ‘ggoof """""" m'j'" .
the analog part, and the fault detection and laatibn S : : NS : :
procedure, where the microcontroller, based on fthat o s A e s Tohe  Ta Ao deomn
dictionary and the measurement results, carries fauwit 1025 el

detection, and when a fault is detected, its laaalbn.

Fig. 6. Timings of the measured signals duringsiétesting
procedure
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The idea of the measurement procedure is as folldves
know the values of the amplitudig and the period of the
stimulant signaly,. We measure voltage samples,, U; »,
u, 3 of theu;, signal and voltage samplasg,, U, ,, U, 3 of the
U, output signal in the way shown in Fig. 6.

Next, we calculate and eliminate from all samples t

offsetu, ofset

+
Un,offset:M' n= 1' 2 (13)

We start to sample the sinusoidal signal in a ramdo

moment moving in relation to beginning of this sijabout

Thus, we obtain the following formulae on the real
and imaginary, parts and the magnitud¢, and its square
Ua_squareOf the output differential signal:

Xp = (Uz,l [y, +u,, mlz)lj‘f
Ya= (Uz,l [y, —U,, III‘1,1)51»r
UA_square: XA D(A + yA EyA

u A= \ u A_square

Hence, the microcontroller proceeding accordinght®
measurement procedure whose algorithm is showigin7k

(21)

a random shift tim& g as shown in Fig. 6. Thus we have tomeasures three voltage samples of the stimulus thed
eliminate this unknown time. that is we calculate gzoutput differential signal, and next calculatespaltameters

correction following from the tim@ expressed as sine and ©f the output differential signal based on (21).

cosine of the angler = ZT—”TH ;
u u
sind=—%  cosa=—% (14)
1 Ul

We assume that the output differential sigmgahas the form

The algorithm of the measurement procedure consfsts
two parts (Fig. 7). The first part is responsilide ¢ontrol of
the measurement. The main function starts the tiamet
waits for the end of sampling, that is it waits for
measurement of six voltage samples. The interraptice
of the timer starts the ADC conversion and actualittes
counting time between next samples. The interreptise

u, =X, +jy,. The voltage samples are described by thef the ADC conversion complete saves the voltagepsesn

equations:
Uy, =Usin(@ +@,) (15)
. /g
u2,2 = U A Sln(a + ¢A + E)
whereg, is the phase of the output differential signal.
Eq. (15) can be write out to the form:
U, =U . Bin(a) odg, ) +U , eoda) Bin(g,) (16)
Upp =Up I]:OS(O’) Ij:05(¢A) U, |—_S'Ein(a)|—_9'§in(¢A)
Setting  Xa = Ua-COS@1), Ya = Ua-Sin(@y) a7
and putting them to (16) we obtain the equations:
Uzs = Xa sin(a)+ y, Eoda) (18)
U,, = X, [Boda) -y, sin(a)
Determining X, andy, we obtain:
(19)

Xp = Uy, I];in(a) +Uy, I]cos(a)
Ya =Uz E:OS(U) —Uyp |:'kin(a')

Next, we put (14) to (19), what after transformasiagives
the following relationships:

Xp = (U2,1 (i, +U,, ﬁul,z)EEl]

Ul
1
Ul

(20)

Ya= (u2,1 iy, — Uy, ﬁhn)Eﬁ

and changes the channel of the analog multipleXae
calculation part computes the magnitude, its sqaackthe
real and imaginary parts of the output differensénal
according to (21).

fe0

Single Ended Input < 0
Start T1in CTC Mode

MEASURING
PART

_____ N T1 Compare &
Match Interrupt

Start ADC conversion

Triggering of ADC

—mme—ny ADC Conversion
Complete Interrupt

u_resfif e~ ADC
i i

( end o; :a?np/mg ?) OCR1A < Lsampielif

A

U1 _offsete (u_resf0] + u_res{2]) /2 ~ o
U2 offsete (y_res{3] + u_res{5]) /2 N
N N
¢ res[0] <= ¢ ras[0] - UT_offset ~ \\ Negative Differential Input < channelfnf
4 res{i]«« res{1] - UT_offsst ~
Lroelil < roel] - CALCULATION .~ |Positive Differential Input < chamnefnj+2
u_resf3fe—u res{3j - U2 offset PART L —

¥
V_A e (u_resfOf*u_resf3] + u_res[1]u_resf4j)*<5!
W_A =(u_res[1]*u_res(3] - u_resfO]"y_resi4)* K5/
U_A_square <= y_A=u_A+w_A=w_A
U_A < sqrifU_A_square)

u_resfdf ey res{dj - U2 offset \ —
|
|
|
|
|
|
|
|
ret |

Fig. 7. The algorithm of the measurement procedure

3.2. Fault diagnosis procedure

The fault diagnosis procedure consists of two stipst
detection and fault localization.

The faultdetectionis very simple and it bases on the test
if the measured magnitude of the output differdraignal

BecauseU, is constant and known, also the parametela is smaller than the value of the threshld,
£=1M, is constant and known, what considerably Thus, if the conditionU,<U, ,is fulfiled the

simplifies calculations of the valueg andy,. It follows
from the fact, that calculations base only on aduijt
subtraction and multiplication operators.

detection function returns 0, what means that¢iseet fault
circuit is fault free (Listing. 1). Else it returthe MAX
value, what calls the localization functions.

1422



uint8_t detection(void)

{

if(UA < Uth) return(0);
el se return( MAX);

}

Listing 1. The code of the detection function

In the localization step for all | components the
localization condition is tested. Generally thisdition has
the form:

U.-ABing, -g)| <7, (22)

which can be write out to the form:
‘U A~ A [Bos@) Bin(@,) - A Sin(@) mOS@A)‘ 1, (23)
because of (6), the (23) can be presented in time: fo

U, —v, Bin@,) - w [tos@,)| <7, (24)
To eliminate the expression with the phage we
multiply the inequality (24) by the magnitutli;
‘U A_square Vi W, Bin@) +w W, EOS@A)‘ <n W, (29)
Putting (17) to (25) we obtain the final localizati
condition:

‘U A_square_ l/i EyA +Vvi D(A‘ Sl]i EUA (26)

where: v;, w;, 77, — values describing thieth localization
belt.

The localization function (Listing 2) calculatesdatests
the localization condition (26) for all elements, and if for
giveni-th element this condition is fulfilled, it setsethth
bit in thef aul t _i variable.

uint8_t localization(void)

{
uint8_t i, fault_i;
intl6_t left, right;

fault_i = MAX;

for(i=0; i<l; i++)
{

left
right =

= U A square -
ni _i[i]*UA

(v [i]*y_A) + (Wi [T]*x_A);

if(left < right)

fault_i |= (0x01 <<i);

return(fault _i);

}

Listing 2. The code of the localization function

The control unit according to the fault diagnosisuit,
obtained by the detection and localization proceslucan
run a definite alarm and it can send the resulisany wired
or wireless interface to the main computer.

One should underline the fact that these selfrgsti
procedures of analog parts of the electronic embedd
systems should be treated as part of full selfrtgsof this
system, where the software, memories, the micreasmr
core, digital circuits and remaining important caments of
the system are tested. Hence, self-testing proesdof
analog circuits and the fault dictionary were elabed with
regard to minimal occupation of the program menspsce
of the control unit and minimal requirement on cauipg
power.

4. CONCLUSIONS

In the paper, the BIST scheme for a fully differaht
analog part of an electronic embedded system awyeri
circuit measurement and fault diagnosis is preseniée
diagnosis procedure consists of two steps. In its¢ $tep
the self-test (fault detection) is performed. I gecond part
fault localization is made.

The localization belts in the polar coordinate egst
have the shape of a semicircle, crossing the origgch belt
can be represented by only three parameters. Hehee,
fault dictionary has a very concise form.

To minimize the probability of an incorrect testidéon
in the first step due to manufacturing tolerancesl a
measurement uncertainty, the fault detection tlulelshas
been thoroughly chosen by analysis with the aidaof
probabilistic model of the CUT performances.
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