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Abstract — A new simple method of single soft fault
detection and localization of analog parts in endeed
electronic systems controlled by microcontrollers
presented. In the pre-testing stage of the methdduk
dictionary is created based on the map of locatinat
curves. In the measurement stage the time response
stimulating square impulse of the analog part iglied to
the input of the analog comparator, and measuremeft
duration times of subsequent impulses of outputaiy of
the analog comparator are realized by the inteinsr of
the microcontroller. In the last stage, fault détect and
localization are performed by the microcontrollEhe main
advantage and novelty of the method is the fact tha
BIST consists only of one analog comparator andtimers
of the microcontroller already mounted in the systélence,
this approach simplifies the structure and desifirBISTs,
which allows to decrease test costs.
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1. INTRODUCTION

« Consistingof ZA modulators, low-pass analog filters, ADCs,
DACs and digital blocks [5,6]

Using the oscillation-test methodology [7,8]. Institase
the analog circuit is transformed into an oscillaby
adding a feedback path and modifying the circuihesi
adding or removing some passive components.
Additionally a digital circuit, which measures datibns

of the frequency of oscillation of the tested citcshould

be built into the BIST.

Built according to the test strategy based on power
spectral analysis [9], where the tested circustisiulated

by a noise generator, its response is sampled ADED

and the estimation of the power spectrum densisgdan

the fast Fourier transform is realized by a DSP
microprocessor.

The BISTs mentioned above characterize hardwaresgxc
and great requirements relating to computing poWleat causes
increased production costs of the systems. Heheeatthor
proposed new solutions of BISTs in which the Bl&fescreated
from already existing resources of embedded elgctaystems,
especially internal peripherals of control unitscfwcontrollers,
DSPs). Additionally, these control units realizdf-gesting

Nowadays, electronic devices usually in the form oforocedures of the analog part. In these soluti@analog part

electronic embedded systems, that is the systents wi
“embedded intelligence”, are applied in almostalheres of
human life. E.g. in: medicine, motorization, mulédia,
aviation, telecommunication, etc. It is importahatt these
systems should work faultlessly. Thus, accordingresent
tendencies these systems should self-test all itmpiortant
functions.

Self-testing procedures of these systems regard
functional testing of the whole system [1], the tawie
testing [2,3] and testing of particular blocks bétsystem
[4]. One of these blocks, often applied in the edulsel
systems, is an analog part which is used mostlgdjoist
input analog signals usually coming from sensorsl an
passed on to analog-to-digital conversion blocks.

Self-testing of analog parts should base on faul
diagnosis methods of analog circuits with limited
computational possibility of the embedded systerands,
simulation-before-test methods are often used. thatdilly,
measurements of proprieties of the analog part lsan
realized only by blocks called Built-In Self-TestdBISTS)
additionally implemented in the system. In manyesathe
analog parts are used as amplifiers and aliasiteydifor
ADCs. For them generally three types of BISTs agglu
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is stimulated by a sinus wave [10], a square waledr a square
impulse [12] generated by e.g. a microcontrollet the circuit

response is sampled by the internal ADC of the coamtroller

[11,22] or it is converted to digital signals (witluration times
measured by the internal timer of the microcorrply a set of
analog comparators with different threshold volta§e3]. Such
approaches allow to minimize the test cost andagtee a high

fuality of products.

However, in the paper a new simple method of sisgfe
fault diagnosis for analog circuits is proposed.allows to
considerably simplify the construction of BISTsgmweed in [13]
and it is more suitable for diagnosis of thirdyrta- or higher-
order analog filters. Also, a new methodology @ation of the
fault dictionary data used by the fault detectioocpdure and a
pew measurement procedure are presented.

2. DESCRIPTION OF THE METHOD

The description of an implementation of the fault
diagnosis method will be illustrated on the exampiehe
embedded system controlled by the ATmegal6
microcontroller (Fig. 1). The Timer 2 of the micomtroller
is responsible for generating the square stimudatimpulse,



the single analog comparator converts the respohdhe
analog circuit into a set of consecutive one-by-sgeare
impulses whose duration times are measured byitherTl.

Microcontroller ATmegal6
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Fig. 1. Example of the electronic embedded systeself-testing
configuration of the analog part.
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Hence, the microcontroller controls its timers,ttisathe
reconfigurable BIST, according to
procedure included in its program memory, andgbalins
fault detection and localization procedures. Thas,it is
shown in Fig. 1, the BIST consists of only intertialers of
the microcontroller and only one analog comparatiih
one setting value of the threshold voltage in ofijuos to
the method proposed in [13], where we ud€danalog
comparators and each of them had different valdetheo
threshold voltage.

the measuremer
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Fig. 3. Time responses of the analog circuit (Bjdgor the 0.5
nominal value of the respective element (remaieiegnents have
nominal values), and digital signals at the outpt,
of the analog comparator.

As anexample of the analog part, the Tow-Thomas filter

was chosen (Fig. 2).
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Fig. 2. Tested analog circuit — low-pass Tow-Toffilter, where
R1=R2=R3=R4=R5=R6 =1MkC1 =33 nF, C2=6.8 nF.

2.1. Idea of the method

If we stimulate the analog part (Fig. 2) by a singjuare
impulse (with a duration tim& = 568us), we receive an
analog response which passes several times thevakage
level, as shown in Fig. 3.

When we let these responses throutite analog
comparator with threshold voltag®eshold (Vinreshold IS S€t to
50 mV) as shown in Fig. 1, we obtain a set of digit
impulses with different duration timeg, k = 1, ..,K, where
K is the number of successive impulses taken
consideration (Fig. 3). These times represent mdsnah
which the analog response for the given value ofiqudar
elements is above the threshold voltage. They Hfereht
for respective elements, thus these times we daordinate
to the particular elements, that is we can use tfenfault
localization.
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Fig. 4 shows sets of time responses to the squgrelse of
the analog circuit from Fig. 2 for changes of valu# all
elements from 0.1 to 10 of their nominal values.

Fig. 4. Sets of time responses of the Tow-Tonlts fiFig. 2) for
changes of values of all elements from 0.1 to ltheir
nominal values.

It is seen that the responses of the circuit ferabsumed
range of change of elements for different elemelatsnot
fall on each other. Therefore it is possible tacdia and to
assign these responses to given elements or given
ambiguous groups and also to their given values.

Let us assume that the analog circuit consistypagsive
elements andy' is the duration time of thith impulse
(wherek = 1, ..,K, and we assumeld = 3) of the output
signal Veomp Of the analog comparator for th¢h element,

into=1, ..,I, andl =1, ..,L, whereL is the assumed number of

discrete values of théth element within a range from
0.1pi hom t0 10 nom (Pinom — the nominal value of theth
element).

Fig. 5 presents converted sets of timings showridn 4
by the analog comparator. It is seen from Fig.& thr each
i-th element the output signals from the analog camor



are different. They have different duration timeg n, -1, 13 (Fig. 6). Appurtenance of thg,psto the adequate

according to thel-th value of thei-th element and the curve locates the faulty element.
number k of the next impulse. So we can assign these

»%;TD'WL%/\O/'[Muuu'ugmq4;;;,0

pi{ pi nom

Fig. 5. Sets of digital signals at the outpuy.y of the analog

comparator for changes of values of particular el@sfrom 0.1 to

10 of their nominal values.
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Fig. 6. Map of localization curves for the testédtuit (Fig. 2) in
the 3-dimensional measurement space.

Hence, this map of localization curves is a graghic
representation of the fault dictionary of the citcu

The argument presented above can be expressed by th
following transformation:

Ti(pi):zrli((pi)ik 1)
k=1

wheretiy - is a coordinate vector along tkexis, k=1, ..,K,
Ik (p;) — the valuer, of the duration time of thieth impulse
of the output signal of the analog comparator fieqg value
of thei-th element.

2.2. Improvement of the localization resolution

The localization resolution depends on the shapthef
curves and their mutual locations. If the curves arore

separated and they have greater similar length, the

Therefore, we can create a measurement space Wieere |y.qjization resolution grows. Thus, it is importtato

first coordinate will be represented by the dumatione r; of
the first pulse, the second coordinate by the camdime 7,

of the second pulse, etc. Thus, #&r= 3 we obtain the

I, - I - Iz measurement space.

Hence, we can treat the Se®'{} =1k i=1..11=1, L @S
the sets of coordinates#{ ,%." , 7' )} =11 1=1 ... Of py
points. Thus, we can place these points into
measurement space (see Fig. 6). In this case ctimaposd

determine the parameters which improve this regsiutor
this method we can manipulate only two paramettrs:
duration time of the stimulating square impul$e(the
amplitude is set a priori to J and the threshold voltage
Vinreshold OF the analog comparator.

The duration timél' of the stimulation should be set to a

thealue for which the responses of the analog cirgaite the

greatest possible dynamics, that is e.g. they pasg/ times

localization curves, where eatith curve is represented by through the threshold voltage level and the duretimes of
the set of {p}, -1 . L points. That is, in this way we next impulses at the output of the analog comparate

transform the sets of duration times shown in Bignto a
family of localization curves placed in the measoeat
space (Fig. 6). Thus, we can say that each curserites
the behaviour of the circuit following a deviatiofivalue of
the particular element.

As described in [11,13] and in this case we carstithte
the fault localization in a graphical way. Thuse tfault
localization consists in putting the measuremestilts of
duration times treated as the measurement pgint with
coordinates ™% 7,7

possibly differing.

Thus, we propose to assign the duration time of the
stimulating square impulse in two steps. In thst fatep this
time is set to a half of the valug = 1£;, wheref; is the cut-
off frequency of the analog part (Fig. 2). Hence, eperate
in the bend of the frequency characteristic, tigaini the
place for which the circuit functions are the meshsitive
to changes of element values. In the second stefit wee
duration timeT in a simulated way to obtain the greatest

, %% into the measurement space possible dynamics of changes of duration times
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To analyze the influence of the threshold voltageshod
on a distribution of localization curves, we intvogd the

Fig. 7 shows charts of these coefficients. It isnsthat
the maximum values ok' and « are for the threshold

coefficient «'y equal to the difference between maximumvoltageViyeshoiaClosing in to 0 V.

and minimum values of the duration timad of the k-th
impulses of the responses the analog comparatdyzaada

This analytical argument confirms the fact that the
threshold voltag@yesnoig Should be close to 0 V, because it

for changes of-th element values in the assumed range. lallows to convert signals taking into account thbole
can be treated as thequivalent of high signal circuit range of their value changes above 0V, and alsallsm

sensitivity. It has the following form:
K|i< (Vthreshold) = lrgai(rl! (Vthreshold)) - II;T;IT(T'L' (Vthreshold)) (2)

Basing on this coefficient we defined a coefficierlt

describing the influence of theh element value changes on

the dynamics of changes of all duration times:

i 18
K (Vthreshold) = K sz (Vthreshold) (4)
k=1

Hence, it specifies the influence of théh element on
the circuit function, that is in our case whaths tength of
thei-th curve. Thus, it is required that this coeffitishould
be possibly the greatest. .

By averaging these coefficienis for all | elements we
obtain thex coefficient:

1&
K(Vthreshold) = TZK (Vthreshold) (3)
i=1

Thus, it describes an averaging influence of aitust
elements on the circuit function. Hence, it dessilihe
“quality” of the distribution of the localizatiorueves. Ifk is
greater, then the mutual arrangement of the cusvbstter.
Hence, also the localization resolution is better.
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Fig. 7. Charts ok coefficients for the tested circuit (Fig. 2) in
function of the threshold voltaggeshoiqOf the analog comparator.

Thus, we should chose the maximum value of khe

coefficient:

K )

m

_ ]
ax — ]rl]la?](/(k (Vthresholl)

Basing on this value we determine the thresholdagel

Vihreshold Amax— Vthreshold_max

signals, what is important for fast- disappeariiggals.

But the value of the threshold voltaggeshoq Should be
above the level of noise and disturbandéwerefore it is one
reason for which this value should be greater féovh

3. THE FAULT DICTIONARY

The fault dictionary is created in a pre-testinggst It
consists of data used to fault detection and dsed to fault
localization.

The detection part data of the fault dictionary sists of
coordinates of the nominal point,,p with coordinates
(™", ™", "™ and the value, defining the radius of a
sphere approximating the nominal area. The vaiués
determined according to the following algorithm:

« M points {p}me1..m With coordinates ™, ", ")
representing the nominal area are generated ubing t
Monte Carlo method (Fig. 8).
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Fig. 8. The set of points representing the nomamea for the
tested circuit (Fig. 2) in the 3-dimensional measuent space.

«  Next M distances ¢} m=1..m between these points and
the nominal point p,are calculated:

d" = H{(Tlin - Tl?om)}kzl,..,K H (6)

where || - || is the norm defining distance betwaen
points in theK-dimensional space. We assumed the taxi
norm which bases on simple calculations, and thus i
needs small computing power.

+  From the set d}m=1,.m the maximum value of the
distancedy is determined, where we marked HNythe
assumed number of intervals of distances values (th
number of bars) for the distance histogram (Fig. 9)

dy = mr:r}aﬁ{d m} )

- Basing on this value the values of emdjsof all N
intervals (bars) are calculated:
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d =nifx ®)
N
« Next, we generate the histogram shown in Fig. 9.
presents distribution of quantity of distances rdg®
their values. Thus, eadfth bar presentd, distances

d™ (the number of elements of the set"} -1 mn)
which are comprised id,;<d"<d, .
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Fig. 9. Histogram for distanced™} 1 .w between points of the
nominal area {f} =1, .» and the nominal point'g"
for the tested circuit (Fig. 2).

« Next, we assume the probabilityof belongings thep
points to the nominal area (we assurged99.73%).

« Basing on thes coefficient we determine the vali&
for which are simultaneously fulfilled the inequigs:

N,-1 N,
dYM, <Mz and M >MEZ (©)
n=1 n=1

N
where N,<N and :ZMn.
=1

«  The valueN, points thed,, value defining the radius of
the approximation sphere of the nominal area feemi
& Finally we mark this value by .

The data used by the fault localization procedure a
generated basing on the map of localization cufFes 6).
To generate of descriptions of curves placed in 3He
space taking into account element tolerances weusarthe
algorithm described in [13]. In this case thth curve is
represented by: _

. the set of approximation points' mlescribed in the
following form: (", n%, "), {7, &', &' 14
where @i, "%, &%) is its first point I, [, ', &'] is
the vector used to generate the next its approkimat
points,

- the & value representing the half of thickness of itile
localization snake came into being by fuzzineshef-th
curve taking into account element tolerances.

Finally, the fault dictionary has the formD, =
{( Tlnoml T2noml T3n0n)i Té‘l {( Tllll TZIll T3Il)i {[ Tllli T2||| T3I|]} 1=1,..L-1»

&}i=1, ) It is placed in the program memory of the
microcontroller. ForK=3, =5, J=32 (=64) it consists of
499 (979) elements. Thus it is small in relatioritie size of
lthe program memory of typical 8-bit microcontrod¢i4].

4. SELF-TESTING PROCEDURES

The self-testing procedure of the analog part @ized
by the microcontroller controlling the embeddedtsgsand
by its internal devices. First, the microcontroliexecutes
the measurement procedure according to the measatem
function (its algorithm is shown in Fig. 10), whetke
microcontroller generates the stimulant impulsehwihe
duration timeT determined by Timer 2, and it measures the
duration times of the first three pulses of thepoese at the
output of the analog comparator using Timer 1.

MAIN FUNCTION

measurement

end_cony <1
edge <0
Koe3

INTERRUPT SERVICES

pinOC2=10
reg TCNT2 < 8T
Start T2 in CTC Mode

T2 Overflow
Interrupt generation of stimulating

square impulse

0C2<-0
Stop T2

infroducion to an initial state

|
I
|
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
reg. TCNT2 <= T I
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I

I

I

|

I

|

I

I

I

|

I

I

I

I

|

I

|

I

I

I

|

Start T1in Input Capture Mode
(set active rising edge)

T1 Input
Capture Interrupt

measurement of the duration time

of the single impulse
dge =07
edge 4
Yes

¥

resultfil <= reg. ICR1 || reswlifk] «—reg. ICR1 — resuitfk]
edge =1 end_conv <0
Set active falling edge Stop T1

&

Fig. 10. The algorithm of the measurement function

This procedure is realized in the main functionereha
microcontroller initiates and activates its timergroduces
the tested circuit to an initial state, and stagsare impulse
generation by Timer 2 and the duration times cognby
Timer 1, and next waits for the end of measuremefits
three duration times of the tested circuit timgose. The
services of timers are included in the Timer 2 Qutp
Compare Interrupt Service, where only the Timers2 i
stopped, and the Timer 1 Input Capture InterrupwiSe,
where is changed the type of the active edge triggehis
interrupt service and calculated time between gisamd
falling edges of a single impulse (the impulse taratime
Tkmeaa'
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Next, the microcontroller runs the detection praced
basing on the fault dictionay, created during the design
of the embedded system and the measurement rasthié i
form of the measurement point™P® with coordinates
(™% "% ™ and, if a fault is detected, the
localization procedure. The detection proceduree®asn
testing of the inequity:

{lepe=-remhs il <.

If it is fulfilled the tested circuit is fault free

To localize a fault, we can use the localizatioogedure
proposed in [13]. In this case we test if the meament
point @™ is contained in thei-th localization snake.
Generally, it is made by calculation of the minimum
distanced ', between the measurement point and the set of
the i-th curve approximation points '{}qﬂ,_L, and testing
that d ', is smaller than the5 . If it is fulfilled the i-th
element is treated as faulty and it is added to féhdty
element cluster. This cluster can contain only elegnent.
In this case we have the unambiguous localizatesult.
Obviously, it can contain more elements creating
ambiguous group of elements. This situation tagkxe
when the measurement point is inside the area viherer
more localization snakes penetrate themselves., Tédash
of these elements for which these snakes wereectaztn
be potentially faulty. If the tested circuit is fguand this
cluster after the localization procedure finistsigl empty,
it points that there are multiple faults in thetégiscircuit.
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